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SUMMARY

Selection of genes is an important issue in disoamt analysis. In this paper we

present the use of somstatistical tests. Several exististatistical methods such as the
F-test, Kruskal-Wallis test for testing the equalif means and Bartlett test, Fligner-
Killeen test, and Levene test for testing homoggnef variance, are presented and
compared. These techniques make it possible to dgtd of significant genes with

different efficiency in relation to discriminant @gsis. We present the results obtained
based on misclassifications of samples derived withge of lists of significant genes
obtained for the considered tests.
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1. Introduction

The technology of microarrays allows the investmatof thousands of genes at the
same time. It enables one to determine informatibout the expression profile of
genes. Statistical analysis is widely used in geagcfor over- and under-expressed
genes. Apparently, there exist many statisticasties verifying hypotheses. The classic
example of such procedures is a group of testdyuegi the equality of means of

expression levels. The researcher can often bereiressi to the choice of the most
appropriate test in a given investigation. Thisgrgprovides assistance in solving this
problem. Firstly, within the group of tests verifgithe equality of means, an analysis of
the efficiency of these tests is performed withpees to classification of differentially

expressed genes. Secondly, an analogous analysisdestaken for tests concerning

the equality of variances. Thirdly, based on thevimusly selected genes as a training
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set, the prediction of the chosen sample with ramgigenes is tested, applying several
methods of machine learning techniques. As thelteesii the analysis we present the
values of misclassified samples. The aim of thiggpas to compare several statistical
tests and review the usefulness of these testwisdlection of genes from microarray
experiments.

We would like to note that all the computations evperformed with the use of the
R platform, version 2.10.0 (R Development Core Tg2009).

2. Data

In the analysis we consider data with more than tlesses. Data are presented as a
matrix where each row contains a gene and eacimeoéusample of mMRNA. Hence the
values of these matrices are the expression lefglenes for given samples. In the case
of the first dataset — 'leukemia 72' (Golub et H099) — three classes of features were
specified. These data contain the expression leskl8129 genes that were jointly
examined in 72 samples. The next dataset — 'ovafiudoit et al., 2002) — has 39
samples with expression levels of 7129 genes ih ehthese samples. The last dataset
analyzed in this paper — 'lung cancer' (Hartunglet2002) — presents the expression
levels of 918 genes in 73 samples. The use of eéatd&mown from the literature was
deliberate, as this makes it possible to compareaesults with those obtained in other
published papers. In addition, we extend our amatgsinvestigate more tests compared
with Welsh et al. (2001) or Dechang Chen et al0B)0

3. Methodology and purpose

Selection of genes focuses on identifying gene<hviaire differentially expressed in

analyzed groups of samples. The statistical tdwit are used for determining such
genes can be divided into two groups. The firstugrincludes tests that analyze the
relevant differences between the mean levels ofemsgion between several groups of
genes, e.g. the F-ANOVA test and Kruskal-Wallist,taghereas the second group
consists of tests that investigate homogeneityasfance for several groups of genes,
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e.g. Bartlett test, Fligner-Killeen test and Levetest. When each gene is tested
separately, one p-value per gene is obtained. Gtualgp-value was verified with use of
the FDR correction based on the procedure intradiune Benjamini and Hochberg
(1995). In both groups of tests, we chose the géreshich the adjusted p-values are
below 0.05 according to the appropriate test. ThyEsewes were used to determine the
ranks of the differentially expressed genes instiiesequent analysis.

The selection of genes was performed with use @ffitre tests mentioned above,
based on the three considered datasets. For easdrythe values of expression levels of
each gene in several groups were considered. ltewalsiated whether the data differ
significantly between groups. Next, genes were ednlith respect to the adjusted
p-values. From every sample there were selectsgeotively, 50, 100 and 200 of the
most differentially expressed genes. The chosen afetjenes were subjected to three
prediction methods: naive Bayesian method (NB)e&rast neighbor method (KNN)
and support vector machine method (SVM) (Kkay at al., 2009). Cross validation
(leave-one-out cross validation) was performedtiier classifier obtained with the use
of one of these methods. The analyzed set of datadivided into training and tested
sets. The classifier is constructed with the ustheffirst set. In the leave-one-out cross
validation the training set contains of n-1 datafs where n is the number of samples.
Cross validation was performed based on the 50, df® 200 most differentially
expressed genes obtained from the considered testsclarity, in Tables 1-3 and
Figures 1-2 we present the results based on 100 &oles) and 50 (for Figures) genes
only. Next, the classifier is tested based on émeaining one data point. This procedure
is repeated for every data point in the set. Ahestep of the calculations we determine
the error which identifies whether the remainingadaoint was correctly classified. As
a result we obtained the number of misclassifiedpas based on the chosen classifier.
Next the errors of prediction were compared fomrgvest mentioned above and for the

three prediction methods.
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Table 1. Percentage intersection of the tests for the datas&emia72' based on the
100 most significant genes analyzed.

TESTS F-ANOVA vs. Kruskal-Wallis

Intersection 54%

TESTS _Bartlett_ Vs Bartlett vs Fligner-Killeen vs
Fligner-Killeen Levene Levene

Intersection 45% 28% 60%

Tables 1, 2 and 3 present the intersection of tiadyaed dataset determined based
on a comparison of the considered tests. Percemtages were verified for the joint
part of the 100 genes that were identified as tbetrimformative ones. Results for the
tests analyzing equality of means and homogeneitysaown separately. The bold
values in the tables signify the tests for whioh jiiint parts were the largest.

Table 2. Percentage intersection of the tests for the datasarianbased on the 100
most significant genes analyzed

TESTS F-ANOVA vs Kruskal-Wallis

Intersection 65%

TESTS _Bartlett_ Vs Bartlett vs Fligner-Killeen vs
Fligner-Killeen  Levene Levene

Intersection 22% 11% 63%

Table 3. Percentage intersection of the tests for the dalasg cancemased on the
100 most significant genes analyzed

TESTS F-ANOVA vs Kruskal-Wallis

Intersection 69%

TESTS _Bartlett_ VS Bartlett vs Fligner-Killeen vs
Fligner-Killeen  Levene Levene

Intersection 43% 45% 83%

A summarization of the joint portion of genes igg®@nted in the following Venn
diagrams. The first three diagrams (Fig. 1) concéma tests analyzing equality of

means, while the other three (Fig. 2) concern wskomogeneity based on the 50 most
significant genes analyzed.
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a) kruskal-Walliz (502 F-finova (503

b) kruzkal-Wallis (502  F-fAnova (502

C) Kruskal-lallis (502 F-fnova (507

Figure 1. Venn diagram for tests verifying the equality ofans in the case of a) ‘lung
cancer’ data, b) ‘leukemia72’ data, c¢) ‘ovariaatal based on the 50 most significant
genes analyzed.
Tables 4, 5 and 6 show the results of computatignsnber of misclassified
samples) for the datasets 'leukemia72’, 'ovariah"lang cancer' respectively, for the 5

considered tests and 3 methods of prediction.
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Fligner-Killen ¢50)  Bartlett (30>

Levene (507
Fligner-Killen (303  Bartlett <500

b)

:..”Le;eﬁ; (507
Figure 2. Venn diagram for tests verifying the homogeneitgpflung cancer’ data, b)
‘leukemia72’ data, c) ‘ovarian’ dathased on the 50 most significant genes analyzed

4. Conclusions

Tables 1-3 and all the Venn diagrams were compdedomparison of the tests. In the
group of tests analyzing equality of means it wlaseoved that the intersection of genes
for the Kruskal-Wallis and F-ANOVA tests have resipeely 54%, 65% and 69% joint
informative genes considering the 100 most infoiveagenes for each dataset. With
the 50 most informative genes, 52%, 46% and 54%& joformative genes respectively
were identified for each dataset. Tests of homoigeneveal that the Levene test has at
least 60% joint informative genes out of 100 witie Fligner-Killeen test, and at least

54% joint informative genes out of 50 for eachadat. Tests analyzing equality
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Table 4. Number of misclassified samples for the datasek&mia72'

Statistical test ~ Prediction method 50 genes 10@ger200 genes

1.NB 3 3 1
Kruskal-Wallis 2. KNN 4 7 3
3. SVM 2 4 3
AVERAGE ERROR 3 4.7 2.3
1.NB 1 1 1
F-ANOVA 2. KNN 3 5 4
3. SVM 3 3 3
AVERAGE ERROR 2.3 3 2.7
1.NB 2 3 1
Fligner-Killeen 2. KNN 6 5 3
3. SVM 7 4 4
AVERAGE ERROR 5 4 2.7
1.NB 3 3 0
Bartlett 2. KNN 6 5 3
3. SVM 9 10 13
AVERAGE ERROR 6 6 5.3
1.NB 1 0 0
Levene 2. KNN 4 3 3
3. SVM 2 1 1
AVERAGE ERROR 2.3 1.3 1.3

of means show the lowest error of misclassificatibhe error of prediction for these
two tests was very often minimal compared with theer tests. Although the most
popular method of gene selection is the equalithe&ns, our results show that in some
cases tests of homogeneity outperform the fornsts.te

In addition, the Bartlett test resulted in the Istvaumber of joint genes with the
other tests. This test gives the highest predictioor in every case. In particular, the
results of this test combined with the SVM methbdve the maximal error for every

dataset.



120 J. Zyprych-Walczak, A. Szabelska, I. Siatkowski

Table 5. Number of misclassified samples for the datasetrian’

Statistical test ~ Prediction method 50 genes 10@ger200 genes

1.NB 0 0 0
Kruskal-Wallis 2. KNN 7 7 9
3. SVM 2 0 2
AVERAGE ERROR 3 2.3 3.7
1.NB 1 1 0
F-ANOVA 2. KNN 10 12 11
3. SVM 0 0 0
AVERAGE ERROR 3.7 4.3 3.7
1.NB 0 0 1
Fligner-Killeen 2. KNN 12 12 6
3. SVM 0 0 3
AVERAGE ERROR 4 4 3.3
1.NB 7 5 5
Bartlett 2. KNN 16 12 13
3. SVM 18 15 15
AVERAGE ERROR 13.7 10.7 11
1.NB 3 2 2
Levene 2. KNN 11 9 10
3. SVM 5 4 2
AVERAGE ERROR 6.3 5 4.6
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